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Abstract
In this study, a benchmark natural convection problem is studied under a
Gay–Lussac-type approximation incorporating centrifugal effects in the context
of a new vorticity-stream-function approach. This approximation differs from
the classic Boussinesq approximation in that density variations are considered
in the advection term as well as the gravity term in the momentum equations.
Such a treatment invokes Froude number as a non-Boussinesq parameter devi-
ating results from the classic Boussinesq approximation. It is also shown how
the Gay–Lussac parameter may be expressed by its equivalent relative tem-
perature difference. Numerical simulation of natural convection in square and
skewed cavities are performed up to Ra = 106 and ε = 0.3 at Pr = 0.71.
Results obtained with new approximation are compared against the weakly com-
pressible approach and the conventional Boussinesq approximation in terms
of the average and local Nusselt number, coefficient of friction and entropy
generation. Comparing the local Nusselt number indicates a negligible differ-
ence between Gay–Lussac type and the Boussinesq approximations even at
a high relative temperature difference, with both deviating from the weakly
compressible approach. Comparing coefficient friction results obtained by the
Gay–Lussac-type approximation against the weakly compressible approach con-
firms superior numerical data in some regions of the physical domain with
less deviation for rotating flows in comparison with the Boussinesq approxi-
mation. Finally, comparing the computational cost of the numerical simula-
tion shows at least 8% less computational cost when governing equations are
solved via secondary variables using a central scheme rather than primitive
variables.
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1 INTRODUCTION

Traditionally, the Boussinesq approximation1 is adopted for the numerical simulation of the natural convection problems.
The simplicity of ignoring density variations except in buoyancy term and treating the flow field as incompressible while
its existence is due to density variations makes the classic Boussinesq approximation popular.2-15 Another advantage of
the Boussinesq approximation that justifies its application for a broad range of the natural convection simulations is its
simple implementation and accuracy of performance for problems having small temperature differences. The Boussinesq
approximation, accompanied by a linear relation between density and temperature via a volumetric thermal expansion
coefficient, is the basis of many numerical simulations of natural convection benchmark problems such as rectangular,2-7

triangular8-11 and annular12-14 enclosed geometries.
The classic Boussinesq approximation is established based on a fundamental assumption of small density variations.

Indeed, the Boussinesq approximation yields accurate results while density variations are small, whereas applying the
Boussinesq approximation on cases that are featuring large density variations produces inaccurate results.15 Such a situa-
tion may take place in foundry processes, astrophysical magnetohydrodynamic simulations16 or solar collector systems.17

Numerical techniques that seek to circumvent the limitations of the Boussinesq approximation are less abundant in the
literature. Generally speaking, two classes of remedy are proposed to avoid the Boussinesq approximation for numerical
simulation of the natural convection problems.

The first class of approaches applies the concept of compressibility that leads to introduction of the Mach number and
fully compressible treatment of the Navier–Stokes equations, including acoustic waves. This strategy is seldom used for
natural convection simulations due to instability caused by the small order of the compressibility ratio for density-based
compressible flow solvers; examples include Vierendeels et al.,18 Fu et al.,19 Busto et al.,20 and Bermúdez et al..21 Since the
order of compressibility in the natural convection problems is small, numerical simulations in this area are confined to
small Mach numbers. This motivated the use of the low Mach number scheme (LMS) or weakly compressible approach.
Under the LMS approximation developed by Paulucci,22 acoustic waves are removed from the governing equation and
total pressure is split into two main parts; a global (uniform) thermodynamic pressure which is obtained from the equation
of state and used for updating the density variations through the solution procedure, and a local pressure which acts in
the momentum equations to establish a balance among advection, buoyancy and diffusion terms. Vierendeels et al.23 and
Becker and Braack24 employed this technique for numerical simulation of the square cavity benchmark problem with
large temperature differences beyond the validity of the Boussinesq approximation.

The second class of approaches are developed in the context of the incompressible treatment of the governing
equations. One such strategy is the Gay–Lussac approach, which is developed based on retaining density variations wher-
ever density appears in the governing equations, that is, continuity and the advection/convection terms of the momentum
and energy equations, respectively. Such a treatment leads to the introduction of the Gay–Lussac parameter as a prod-
uct of the volumetric thermal expansion coefficient and the reference temperature difference (Ga = 𝛽Δ𝜃). Under the
Gay–Lussac approach, a prefactor of (1−GaΘ) acts as a modifier on the aforementioned terms in the governing equations.
The strength of this prefactor and its modification effect becomes stronger by increasing the temperature differences and
consequently the Gay–Lussac parameter. It can be also shown that the Boussinesq approximation is recovered as Ga→ 0.
Pesso and Piva25 used this strategy for the square cavity benchmark problem with large density variations. Recently, a
Gay–Lussac-type approach was proposed by Lopez et al.26 for the treatment of rapidly rotating flows, in which density
variations were extended only to the centrifugal part of the advection term to capture centrifugal effects arising from
background rotation in those rapidly rotating flows. Mayeli and Sheard27 continued this approach and showed that the
Gay–Lussac number may be expressed in terms of Rayleigh, Prandtl, and Froude numbers (Ga=RaPrFr) with a maximum
Gamax = 2 required to avoid an unphysical (negative) density value. Such a constraint confines the maximum physical
value of the Froude number at each Rayleigh and Prandtl number to 2/RaPr (Frmax = 2/RaPr). The study established a
relation for the Gay–Lussac approach between the Froude number and the corresponding relative temperature difference
(𝜀) at each Ra and Pr as Fr = 2𝜀/RaPr.

Another incompressible-based strategy to go beyond the Boussinesq approximation is considering nonlinear terms
via retention of higher terms (e.g., square and cubic terms) of the density state relation, thus extending the applicable
temperature-range. Another justification of applying nonlinear density state relation comes from strange behavior of some
fluids like water at temperatures close or equal to the temperature of maximum density. In this situation, the linear density
state relation may not be valid anymore even for small temperature differences. For instance, the density–temperature
relationship of cool water in the vicinity of 4◦C does not obey a linear function. This strategy was used by Osorio et al.28

for natural convection of water near its density inversion in an inclined square cavity.
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In the Boussinesq approximation, properties of the working fluid are treated as constants, so the idea of apply-
ing variable properties (often as a function of temperature) is considered as a separate class of approximations beyond
the Boussinesq approximation. However, in this approach, fundamentals of the original Boussinesq approximation are
still applied. Many works have been conducted comparing this approach to the standard constant-property Boussi-
nesq approximation. Souza et al.29 is one example, in which all properties of the working fluid including viscos-
ity, thermal conductivity, and heat capacity were varied as functions of temperature in a square cavity benchmark
problem. They found that thermal conductivity and dynamic viscosity are the properties most sensitive to temperature
variations.

In this paper, the approach of Lopez et al.26 is adapted to a secondary-variables vorticity stream-function for-
mulation, which is then applied to the square cavity problem. Skewed cavities are also considered for the stronger
local rotations that may be invoked in the tighter corner regions. For comparison, this approximation is compared
to simulations under the LMS and Boussinesq approximations, and results are compared in terms of the local and
average Nusselt number, coefficient friction and entropy generation. The rest of the paper is organized as follows:
Section 2 presents the aforementioned Gay–Lussac-type formulation and the LMS approximation, Section 3 introduces
the geometry and boundary conditions of the problem and numerical considerations including accuracy and mesh
dependency. Section 4 compares the results obtained using the three approximations, and conclusions are drawn in
Section 5.

2 GOVERNING EQUATIONS

Under the Boussinesq approximation,1 density variations are ignored except with in the gravity term. As men-
tioned before, this leads to inaccurate results for problems with large density differences.15 As mentioned earlier, a
Gay–Lussac-type approach is possible through extension of density variations to the advection term of the momentum
equations. In Lopez et al.,26 the density comprises a constant (𝜌0) and a perturbation part (𝜌′) that captures the tempera-
ture dependences, density variations due to fluid density stratification or density variations in a binary fluid with miscible
species of different densities and etc (𝜌= 𝜌0 + 𝜌′). Extending this decomposition from the gravity term to the full advection
term produces the modified governing momentum equation in the inertial frame for a Newtonian fluid,

𝜌0(𝜕t + u ⋅ ∇)u = −∇p∗ + 𝜇∇2u + 𝜌f − 𝜌′∇𝜙 − 𝜌′(u ⋅ ∇)u. (1)

In Equation (1), p* is modified pressure defined as p* = p+ 𝜌0𝜙, where 𝜙 is the gravitational potential whose gradient
opposes the gravitational acceleration vector, that is, ∇𝜙 = −geg, where eg is the unit vector in the direction of grav-
ity (eg = g/|g|). In addition, the term 𝜌f in Equation (1) accounts for additional body forces that may act on the fluid.
Mayeli and Sheard27 applied the same concept on the momentum equation but they used a unified definition for density.
The dimensional form of the steady-state momentum equation divided by a reference density (𝜌0) in the absence of any
additional body force is expressed as follows

(𝜌∕𝜌0)(u ⋅ ∇)u = − 1
𝜌0

∇p∗ + 𝜈∇2u + (𝜌∕𝜌0)geg. (2)

Under the considered Gay–Lussac-type approximation, density variations are extended to the advection terms as well as
gravity term. Using a linear density state equation (𝜌/𝜌0 = 1− 𝛽𝜃) derived from volumetric thermal expansion coefficient
definition, the momentum equation may be rewritten as follows,

(u ⋅ ∇)u = − 1
𝜌0

∇p∗ + 𝜈∇2u − 𝛽𝜃geg + 𝛽𝜃(u ⋅ ∇)u. (3)

In Equation (3), a modified pressure is used which is defined as p* = p+ 𝜌0𝜙, where 𝜙 is the gravitational potential whose
gradient opposes the gravitational acceleration vector, that is, ∇𝜙 = −geg, where eg is the unit vector in the direction of
gravity (eg = g/|g|). Using dimensionless quantities

X = x
Lref

,U = uLref

𝛼
,P =

p∗Lref
2

𝜌0𝛼2 , 𝛩 = 𝜃

Δ𝜃
= T − T0

Th − Tc
, (4)
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one can derive the dimensionless form of the momentum equation for natural convection problems as follows.25

(U ⋅ ∇)U = −∇P + Pr∇2U − RaPr𝛩eg + GaΘ(U ⋅ ∇)U. (5)

Equation (5) introduces the Prandtl number Pr = 𝜈/𝛼 characterizing the ratio of the molecular to thermal dissipation,
the Rayleigh number Ra = g𝛽Δ𝜃Lref

3/𝜈𝛼 characterizing the ratio of buoyancy to viscous and thermal dissipation and
Gay–Lussac parameter Ga= 𝛽Δ𝜃. As later be shown, the Gay–Lussac parameter may be expressed as a product of Rayleigh,
Prandtl and Froude numbers, that is, Ga = FrRaPr. Thus, under this Gay–Lussac-type approximation, the dimensionless
form of the governing equations in the context of the primitive variables are expressed as.27

⎧⎪⎨⎪⎩
∇ ⋅ U = 0,

(U ⋅ ∇)U = −∇P + Pr∇2U − RaPr𝛩( eg − Fr(U ⋅ ∇)U),
(U ⋅ ∇)𝛩 = ∇2𝛩.

(6)

Equation (6) introduces Froude number Fr = Uref
2/gL characterizing ratio of inertial to gravitational forces. Interested

readers are referred to Reference 27 for a detailed procedure of the momentum equation derivation. As can be seen,
Equation (6) is consistent with the momentum equation under the Boussinesq approximation, except for the additional
inertial buoyancy term on the right-hand side. When expressed in this form, it is apparent that the action of this additional
term is to modify the effective direction (and strength) of the gravity locally throughout the flow which is ignored in the
conventional Boussinesq approximation. Indeed, regions which are experiencing higher spatial accelerations described
by (U ⋅∇)U , will experience deviations from the Boussinesq buoyancy approximation. The strength of these deviations
relative to gravity is described by Fr, with Fr→ 0 (and Ga→ 0) recovering the classical Boussinesq approximation.27 The
effect of this parameter on the buoyancy-driven flow is investigated in Section 4.

Using the secondary variables, that is, vorticity (𝜔= 𝜕V/𝜕X − 𝜕U/𝜕Y ) and stream-function (U = 𝜕𝜓/𝜕Y ; V =−𝜕𝜓/𝜕X),
the scalar formulation of the governing equations under mentioned Gay–Lussac-type approximation in transient form
are expressed as

⎧⎪⎪⎨⎪⎪⎩

𝜕2𝜓

𝜕X2 +
𝜕2𝜓

𝜕Y 2 = −𝜔,
𝜕𝜔

𝜕t
+ (1 − RaPrFr𝛩)

(
𝜕𝜓

𝜕Y
𝜕𝜔

𝜕X
− 𝜕𝜓

𝜕X
𝜕𝜔

𝜕Y

)
= Pr

(
𝜕2𝜔

𝜕X2 +
𝜕2𝜔

𝜕Y 2

)
+ RaPr 𝜕𝛩

𝜕X
,

𝜕𝛩

𝜕t
+ 𝜕𝜓

𝜕Y
𝜕𝛩

𝜕X
− 𝜕𝜓

𝜕X
𝜕𝛩

𝜕Y
= 𝜕2Θ

𝜕X2 +
𝜕2Θ
𝜕Y 2 ,

𝛩(X, 0) = 𝜔(X, 0) = 𝜓(X, 0) = 0.

(7)

Following the primary variables, the classical Boussinesq approximation in secondary variables are also retrieved as
Fr → 0.

Within this study, the square and skew-cavity cases are also simulated under the LMS approximation for comparison
purpose. The dimensionless form of the governing equations under the LMS approximation are expressed as.30

⎧⎪⎪⎪⎨⎪⎪⎪⎩

𝜕𝜌

𝜕t
+ ∇ ⋅ (𝜌U) = 0,

𝜕(𝜌U)
𝜕t

+ ∇ ⋅ (𝜌U ⊗ U) = −∇P + RaPr
2𝜀
𝜌eg + Pr∇ ⋅ 𝝉 ,

𝜕(𝜌𝛩)
𝜕t

+ ∇ ⋅ (𝜌U𝛩) = ∇2𝛩 +
(
𝜂−1
𝜂

)
dPth

dt

Pth = Z𝜌𝛩,
Θ(X, 0) = Pth(0) = 1,U(X, 0) = 0.

,

(8)

Equation (8) has been made dimensionless using the following parameters

t = t∗𝛼
L2 ,X = x

L
,U = uL

𝛼
,P =

p∗L2

𝜌𝛼2 ,Θ = T
T0
,Pth =

pth

p0
,Z = R

R0
, 𝜌 = 𝜌∗

𝜌0
. (9)

In Equation (8), Pr is the Prandtl number as defined earlier in Equation (5), 𝜀 is the relative temperature difference defined
as 𝜀 = (Th −Tc)/2T0, 𝜂 is the heat capacity ratio (𝜂 = cp/cv) and Pth is the global dimensionless thermodynamic pressure.
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In this study, we only present results for an ideal diatomic gas (Z = 1). Also, 𝝉 is the stress tensor given in dimensionless
form by

𝝉 = ∇U + (∇U)T − 2∕3(∇ ⋅ U)I. (10)

In Equation (9), Stokes’ hypothesis is used for bulk viscosity (𝜆 = −2/3𝜇). In natural convection simulation via compress-
ible/weakly compressible approach, the Rayleigh number is expressed slightly different compared to the incompressible
flow, as

Ra = Pr
g𝜌0

2(Th − Tc)L3

To𝜇02 . (11)

Comparing incompressible and compressible Rayleigh number definitions gives the following relation for the Froude
number corresponding to a given relative temperature difference at each Rayleigh and Prandtl as.27

2𝜀 = (Th − Tc)∕To
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Compressible

= 𝛽Δ𝜃 = RaPrFr
⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟

Incompressible

→ Fr = 2𝜀∕RaPr. (12)

Another advantage of Equation (11) is expressing the Gay–Lussac parameter by its equivalent relative temperature dif-
ference definition (2𝜀 = 𝛽Δ𝜃 = Ga). So, another form of the Gay–Lussac-type approach may be expressed using 𝜀 instead
of Ga and/or three dominant dimensionless parameters, that is, Ra, Pr, and Fr as

⎧⎪⎪⎨⎪⎪⎩

𝜕2𝜓

𝜕X2 +
𝜕2𝜓

𝜕Y 2 = −𝜔
𝜕𝜔

𝜕t
+ (1 − 2𝜀Θ)

(
𝜕𝜓

𝜕Y
𝜕𝜔

𝜕X
− 𝜕𝜓

𝜕X
𝜕𝜔

𝜕Y

)
= Pr

(
𝜕2𝜔

𝜕X2 +
𝜕2𝜔

𝜕Y 2

)
+ RaPr 𝜕𝛩

𝜕X
,

𝜕𝛩

𝜕t
+ 𝜕𝜓

𝜕Y
𝜕𝛩

𝜕X
− 𝜕𝜓

𝜕X
𝜕𝛩

𝜕Y
= 𝜕2Θ

𝜕X2 +
𝜕2Θ
𝜕Y 2

Θ(X, 0) = 𝜔(X, 0) = 𝜓(X, 0) = 0.
,

(13)

3 DESCRIPTION OF THE PROBLEM AND NUMERICAL APPROACH

The square and skew cavity configurations are shown in Figure 1, highlighting the thermal boundary conditions compris-
ing adiabatic top and bottom boundaries, and hot and cold left and right boundaries, respectively. The applied boundary
conditions for vorticity and stream-function are also shown. In this study, the reference length is taken to be equal to the
length of the horizontal side of the geometry (Lref = L). Skew cavities are also defined by an skewness angle of 𝛿. The
physical domain is meshed using quadrilateral elements. A schematic coarse mesh is shown for illustration purposes in
Figure 1(C),(D).

The local and average Nusselt number along the two constant temperature surfaces are calculated as

Nuloc(S) = − 𝜕𝛩
𝜕n

||||wall
, (14)

Nuavg = ∫
1

0
Nuloc dS. (15)

The dimensionless local entropy generation due to heat transfer (S𝜃) and fluid friction (S𝜓 ) are calculated as

SΘ =
[(
𝜕𝛩

𝜕X

)2
+
(
𝜕𝛩

𝜕Y

)2]
, (16)

S𝜓 = 𝜒

[
2
{(

𝜕U
𝜕X

)2
+
(
𝜕V
𝜕Y

)2}
+
(
𝜕U
𝜕Y

+ 𝜕V
𝜕X

)2]
. (17)

For compressible approach in which∇ ⋅U ≠ 0, S𝜓 retains the velocity divergence and must be calculated using

S𝜓 = 𝜒

[
2
{(

𝜕U
𝜕X

)2
+
(
𝜕V
𝜕Y

)2}
+
(
𝜕U
𝜕Y

+ 𝜕V
𝜕X

)2
− 2

3

(
𝜕U
𝜕X

+ 𝜕V
𝜕Y

)2]
. (18)
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F I G U R E 1 A schematic view of
the problem, applied boundary
conditions and used mesh, (A), Square
cavity, (B), Skew cavity with skewness
angle 𝛿, (C, D), A coarse computational
grid having 40× 40 quadrilateral
elements [Color figure can be viewed at
wileyonlinelibrary.com]

In Equations (16) and (17), 𝜒 = 𝜇T0𝛼
2/k(LΔ𝜃)2 is the irreversibility distribution ratio such that characterizes the ratio of

viscous heat dissipation to heat conduction within the system. In this study,𝜒 is taken as fixed and equal to 10−4 consistent
with References 31–33. For context, in air at standard conditions, this corresponds to a reference length L∼10−1 m and
temperature difference Δ𝜃∼1 K. The total entropy generation due to heat transfer and fluid friction is calculated by the
summation of the local entropy generation over the physical domain via

SΘ,tot = ∫V
SΘ dv, (19)

S𝜓,tot = ∫V
S𝜓 dv. (20)

The relative dominance of entropy generation due to heat transfer and fluid friction is given by average Bejan number
(Beavg), a dimensionless parameter defined as.34-36

Beavg =
SΘ,tot

SΘ,tot + S𝜓,tot
, (21)

where Beavg > 0.5 implies dominance of heat transfer irreversibility and Beavg < 0.5 implies dominance of fluid friction
irreversibility.

The skin friction along the surfaces is related to the fluid flow via the gradient of the velocity components normal to
the surface. The friction coefficient along the surface based on the dimensionless velocity is defined as

cf = − 𝜏w

1∕2𝜌(𝛼∕L)2 = −2 Pr 𝜕U𝛿

𝜕n
||||wall

. (22)

In Equation (22), n is the unit normal vector to the surface. Since the governing equations are solved in a Cartesian coor-
dinate system, the above fundamental definition is implemented through the two-dimensional (2D) shear stress tensor
as

cf = −2 Pr

[
𝜏xx 𝜏xy

𝜏yx 𝜏yy

][
nx

ny

]
= −2Pr

[
2𝜕U∕𝜕X 𝜕U∕𝜕Y + 𝜕V∕𝜕X

𝜕U∕𝜕Y + 𝜕V∕𝜕X 2𝜕V∕𝜕Y

][
nx

ny

]
, (23)

http://wileyonlinelibrary.com
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where nx and ny are the horizontal and vertical components of the wall-normal vector, respectively. The friction coefficient
magnitude is calculated as

cf =
√

(cf x)2 + (cf y)2, (24)

where

cf x = −2 Pr[(2𝜕U∕𝜕X)nx + (𝜕U∕𝜕Y + 𝜕V∕𝜕X)ny], (25)

cf y = −2 Pr[(𝜕U∕𝜕Y + 𝜕V∕𝜕X)nx + (2𝜕V∕𝜕Y )ny]. (26)

Governing equations are solved using a control volume finite-element method (CVFEM) solver with a second-order
Adams Bashforth/Crank Nicolson temporal scheme for time-dependent equations having two steps. In the first step, an
intermediate vorticity/temperature field is predicted using vorticity/temperature fields from the current and previous
time-steps. For instance, for vorticity equation this can be shown using 𝜔n and 𝜔n− 1 as

𝜔∗ − 𝜔n

Δt
= −3

2
(1 − 2𝜀Θn)N(𝜔n) + 1

2
(1 − 2𝜀Θn−1)N(𝜔n−1) + Pr

2
D(𝜔n) + Bn. (27)

In Equation (27), N and D represent the nonlinear advection and diffusion operators, respectively, and B is the buoyancy
source term (i.e., RaPr𝜕Θ/𝜕X). Using intermediate vorticity (𝜔*), vorticity in the next step time-step is obtained using

𝜔n+1 − ω∗

Δt
= Pr

2
D(𝜔n+1). (28)

Equation (28) is a linear equation that is solved implicitly to update the vorticity field in each iteration. A similar procedure
is applied for the energy equation to update the temperature field during iterations.

In CVFEM, a unique control volume (as shown in Figure 2(A)) is assigned to each node that its boundaries are
comprised of a number of planar panels. An integration point (ip) is located at the middle of each panel, which is
denoted by a × sign. Integration of diffusion term over the control volume and applying the Gauss divergence theorem
yields

∫
vp

∇2𝜔dv = ∮Ap

∇𝜔ip ⋅ dA =
n∑

ip=1
∇𝜔ip ⋅ Aip. (29)

In Equation (29), n is the number of integration points surrounding the main node and Aip is the normal vector surface
at each ip. Using bilinear shape functions (Nj(s, t)), any parameter (such as 𝜔) within the element with a local coordinate
(s,t) is related to the nodal values via weighted values provided by shape functions

𝜔ip = 𝜔(s, t) =
4∑

j=1
Nj(s, t)𝜔j. (30)

For quadrilateral elements, the four shape functions relating ip values to the nodal values are shown in Figure 2(B). Thus,
the diffusion term may be expressed as follows

D(𝜔) =
n∑

ip=1

4∑
j=1
𝜔j∇Nj ⋅ Aip. (31)

Since the bilinear shape functions are functions of their local coordinate system, their gradients with respect to global
coordinate system are calculated using the chain rule. In Equation (31), the effect of all nodes surrounding an ip (such
as the one shown in Figure 2(B)) are considered by weighted values that is equivalent to a central scheme. The diffusion
operator in energy and stream function equations is calculated in a similar fashion.
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F I G U R E 2 A schematic of
unstructured quadrilateral elements,
(A), a typical control volume associated
with integration points, (B), Local
coordinate (s,t) and bilinear shape
functions in a standard element [Color
figure can be viewed at
wileyonlinelibrary.com]

Quantity
Present
study Davis2 Wan et al.6

Ashrafizadeh
and Nikfar7

Ra= 104 Numax (at Y ) 3.548 (0.140) 3.53 (0.143) 3.597 (0.13) 3.531 (0.139)

Numin (at Y ) 0.589 (1.0) 0.586 (1.0) 0.577 (1.0) 0.584 (1.0)

Nuavg 2.23 2.42 2.25 2.24

Ra= 105 Numax (at Y ) 7.778 (0.075) 7.71 (0.08) 7.945 (0.08) 7.720 (0.084)

Numin (at Y ) 0.734 (1.0) 0.729 (1.0) 0.698 (1.0) 0.726 (1.0)

Nuavg 4.51 4.52 4.60 4.52

Ra= 106 Numax (at Y ) 17.633 (0.038) 17.92 (0.038) 17.86 (0.03) 17.732 (0.039)

Numin (at Y ) 0.996 (1.0) 0.989 (1.0) 0.913 (1.0) 0.975 (1.0)

Nuavg 8.82 8.92 8.98 8.83

T A B L E 1 Comparison of the
present calculated local and average
Nusselt number by control volume
finite-element method solver (bold) with
published benchmarks

In the governing equations, non-linear terms are linearised using lagged values from the previous iteration. Integration
of the advection term over the control volume and applying Gauss divergence theorem yields

∫
vp

(𝜓y𝜔x − 𝜓x𝜔y)dv = ∮Ap

𝜓y𝜔dAx − 𝜓x𝜔dAy = ∮Ap

𝜔(𝜓ydAx − 𝜓xdAy) =
n∑

ip=1
𝜔ip(𝜓yipAx ip − 𝜓xipAyip). (32)

Using bilinear shape functions (Equation (30)) to relate the integral point values to the nodal values yields

N(𝜔) =
n∑

ip=1

4∑
j=1
𝜔jNj(𝜓yipAx ip − 𝜓x ipAyip). (33)

Similarly, in Equation (33) n is the number of ip surrounding the main node. In Equation (33), it is possible to approximate
lagged values simply from the nodes within the element by weighted values (that are provided by shape functions based
on local coordinate at each ip) which leads to a central scheme. Another possible scenario is approximating lagged values
based on flow direction that is known as the upwind scheme. It should be noted that𝜓yip and−𝜓x ip in vorticity and energy
equations are indeed the velocity components that are expressed in the context of stream-function. The convection term
in energy equation is calculated in a similar fashion. Iterative solution procedure is stopped as soon as the maximum
difference of scalar values during two successive iterations becomes less than 10−7. Accurate performance of the CVFEM
solver is already tested in previous works37-45 but here in Table 1 it is further validated against References 2, 6, 7 in terms
of the local and average Nusselt number at three different Rayleigh numbers, adopting air as the working fluid (Pr= 0.71).
A close agreement is observed.

Accurate performance of the CVFEM solver under the LMS approximation is also validated against Reference 46
in terms of average Nusselt number and thermodynamic pressure at Ra = 106 and 𝜀 = 0.6 with air as the working

http://wileyonlinelibrary.com
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T A B L E 2 Comparison of the present calculated
local and average Nusselt number by control volume
finite-element method solver (bold) with published
benchmarks

Quantity
Present
study

Le Quéré
et al.44

Ra = 106, 𝜀 = 0.6
Constant properties

Pth 0.858 0.856

Nuavg 8.895 8.859

Ra = 106, 𝜀 = 0.6
Variable properties

Pth 0.921 0.924

Nuavg 8.693 8.686

T A B L E 3 Mesh resolution study for average Nusselt and Bejan numbers at Ra = 106 and Pr = 0.71

nx ×ny 312 612 1212 2412

Boussinesq approximation
(Fr = 0)

Nuavg 8.695134 8.811059 8.827201 8.827201

|difference| — 0.115925 0.016142 0.000000

Beavg 0.029368 0.026270 0.025471 0.025471

|difference| — 0.003098 7.99e-4 0.000000

Gay–Lussac-type approximation
(Fr = 0.6/RaPr)

Nuavg 8.654427 8.790351 8.816621 8.8166

|difference| — 0.135923 0.026270 0.000000

Beavg 0.029308 0.026222 0.025424 0.025424

|difference| — 0.003086 7.98e-4 0.000000

T A B L E 4 Mesh resolution study for average Nusselt number and thermodynamic pressure at
Ra = 106, Pr = 0.71, and ε = 0.3

nx ×ny 312 612 1212 2412

LMS approximation Pth 0.961124 0.964295 0.966286 0.966286

|difference| — 0.003171 0.001991 0.000000

Nuavg 8.992231 8.904211 8.854831 8.854831

|difference| — 0.088020 0.049379 0.000000

fluid (Pr = 0.71) in two states including constant and variable properties (see Table 2). The present simulations recover
published values very well, with discrepancies lower than 0.41%.

Mesh dependence is checked for the CVFEM solver in Table 3 at the highest Rayleigh number Ra = 106 and Pr = 0.71
under the Boussinesq approximation (Fr = 0) and the highest Froude number under the Gay–Lussac-type approximation
in this study (Fr = 0.6/RaPr). It is found that 121 nodes in each direction guarantees mesh independence for both of the
Boussinesq and Gay–Lussac-type approximations.

Mesh dependence of the CVFEM solver under the LMS approximation is also checked in Table 4 at the highest
Rayleigh number Ra = 106 and Pr = 0.71 for the highest relative temperature difference (𝜀 = 0.3) in this study. It is found
using 121 nodes (nx ×ny = 1212) in each direction guarantees results independence from the mesh size for the weakly
compressible approach. Similar dependence is also found for the skew cavity cases but for the sake of brevity, they are not
mentioned here.

4 RESULTS AND DISCUSSION

In this section, the results of three approximations are presented. Simulations are performed at Pr = 0.71 (consistent with
air) up to Ra = 106 (10≤Ra≤ 106) and 𝜀 = 0.3 (0≤ 𝜀≤ 0.3). It should be noted that, a relative temperature difference of
0.01 is considered as a differential relative temperature difference and is representative of a Boussinesq case.29 Here, we
extend this parameter to 30 times larger, beyond the validity of the Boussinesq approximation. Studying relative temper-
ature differences exceeding 0.3 is beyond the scope and goals of this paper. Based on Equation (12) and according to the
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considered range of 𝜀, Froude number ranges over 0≤Fr≤ 0.6/RaPr throughout this study. For the investigated range of
the Froude and Rayleigh numbers at Pr = 0.71, it is supposed that the flow field is 2D, laminar and stable.

For a better understanding of the produced thermo-flow field under the different approximations, absolute tempera-
ture differences of the weakly compressible approach at Ra = 106 and 𝜀 = 0.3 (the highest Rayleigh number and relative
temperature difference in this study) against the Gay–Lussac-type approximation with Fr = 0.6/RaPr and the Boussinesq
approximation (Fr= 0) are depicted in Figures 3(A)–(F). Absolute temperature differences under the different approaches
shift isotherms, with a larger differences found for the left-inclined skew cavity (𝛿 = 150◦) compared to the square cav-
ity and right-inclined skew cavity (𝛿 = 30◦). In the square cavity, the difference is largest at the top-left and bottom-right
corners while in the right-inclined skew cavity it is occurring almost evenly over the interior region. Large tempera-
ture differences for left-inclined skew cavities may be attributed to the reaction of accelerated fluid which is faced with
an acute angle to rotate. The maximum absolute temperature difference in the square cavity in Figure 3(B),(E) (with
a larger difference for the Gay–Lussac-type approximation) is approximately 10% of the temperature range within the
enclosure, reflecting a mismatch of this magnitude between the weakly compressible and incompressible approaches. A
similar comparison for the right-inclined skew cavity shows a smaller about 7% mismatch (Figure 3(A), (D)) while the
largest mismatch of about 20% is found for the left-inclined skew cavity (Figure 3(C),(F)). It is clear that the mismatch
between the aforementioned approaches augments by increasing the relative temperature difference and consequently
the non-Boussinesq parameter (i.e., Froude number). To appreciate the role of extra term effects in the momentum
equation of the Gay–Lussac-type approximation, the magnitude of Θ(𝜓y𝜔x −𝜓x𝜔y) under the Boussinesq approximation
is portrayed for the square cavity and skew cavities with 𝛿 = 30◦and 150◦ at Ra = 106 in Figures 3(G),(I). As seen, the
magnitude of the non-Boussinesq acceleration is stronger along the isothermal walls and especially at four corners of the
cavity, though weaker effects are found within the central regions of the enclosure. Stronger non-Boussinesq effects along
the isothermal walls may be attributed to larger velocity gradients since fluid adjacent to the wall is accelerated by buoy-
ancy force as it reaches to the wall during circulation and decelerated as it gets close to the end of the path parallel to the
isotherm wall. Stronger non-Boussinesq effects at the four corners are attributed to fluid rotation to adjust its motion with
respect to the geometry corners. Non-Boussinesq term magnitude is smaller for skew cavities compared to the square
cavity but its magnitude is stronger in the left-inclined (𝛿 = 150◦) versus the right-inclined cavity (𝛿 = 30◦) skew cavity.
Smaller magnitude of the non-Boussinesq term in skew cavities is due to a weaker thermally driven flow in skew cavity
having smaller stream-function compared to square cavity as shown in the next figures (Figures 4(A), (C), 5(A), C, 6(A)
and (C)).

Stream-function and vorticity absolute differences fields under the three approximations at Ra = 106 and 𝜀 = 0.3 are
portrayed for square and skew cavities with 𝛿 = 30◦ and 150◦ in Figures 4, 5, and 6, respectively. In Figures 4(A), (C),
5(A), (C), 6(A) and (C), the general structure of the stream-function under the weakly compressible approach is consider-
ably different compared to the Gay–Lussac and Boussinesq approximations in both square and skew geometries. Under
the incompressible approximations, stream-functions have a twin core with almost equal strength but under the weakly
compressible approximation, stream-function has one central core with a stronger circulation. In the square cavity, the
location of the minimum stream-function obtained from incompressible simulations have shifted their place to a higher
level toward the vertical centre-line compared to the obtained results under the weakly compressible approximation. The
exact quantitative distance between the minimum stream-function locations is obtained equal to 0.1893 and 0.2048 length
units for the Gay–Lussac-type and Boussinesq approximations, respectively. For the right skewed cavity with 𝛿 = 30◦

(Figure 5), a stronger circulation is observed for the left main core under the weakly compressible approximation which is
so close to the minimum stream-function location when governing equations are treated under Gay–Lussac approxima-
tion. In this case, the distances of the minimum stream-function location are obtained equal to 0.0144 and 0.2970 length
units for the Gay–Lussac-type and Boussinesq approximations, respectively. Finally, a visible inclined distance is observed
for left skewed cavity with 𝛿 = 150◦ under different approximations, which is presented in Figure 6. In this case, the dis-
tances of the minimum stream-function location are obtained equal to 0.2362 and 0.2688 unit of dimensionless length for
the Gay–Lussac and Boussinesq approximations, respectively. In general, obtained absolute stream-function differences
show more deviation from the compressible simulation for the Gay–Lussac compared to the Boussinesq approximation
with a concentration on four corners, but it predicts the minimum stream-function location more accurately than the
Boussinesq approximation.

Obtained vorticity fields are presented under the different approximations in Figures 4(B), (D), 5(B), (D), 6(B) and
(D). Comparing obtained results from different approaches reveals that when the buoyancy driven flow is simulated via
weakly compressible approach for large relative temperature difference, the same pattern of vorticity field is formed and
the difference mainly comes from vortexes (with different strengths) stretching or location shifting through the flow field.
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F I G U R E 3 Results at Ra = 106,
Pr = 0.71, and 𝜀 = 0.3, (A-C) Absolute
temperature difference field between
the Gay–Lussac-type and LMS
approximations, (D–F) Absolute
temperature difference field between
the Boussinesq and LMS
approximations. (G–I) Magnitude of
the acceleration vector field of the
non-Boussinesq acceleration term,
that is, ∣Θ(𝜓y𝜔x −𝜓x𝜔y)∣ obtained
from simulation under the Boussinesq
approximation. In temperature
difference fields, solid lines represent
the LMS approximation isotherms
lines at Fr = 0.6/RaPr while dashed
lines show the other approach [Color
figure can be viewed at
wileyonlinelibrary.com]

F I G U R E 4 Vorticity and
stream-function absolute differences in
square cavity at Ra = 106 and 𝜀 = 0.3, (A, B)
LMS and Gay–Lussac approximations, (C,D)
LMS and Boussinesq approximations. “⊕”
and “⊗” signs identify the point of the
minimum stream-function under the LMS
and incompressible approaches, respectively.
In (A, C) solid and dashed lines show
stream-functions under the LMS and
incompressible approximations, respectively,
while in (B, D) solid and dashed lines show
vorticity fields under the LMS and
incompressible approximations, respectively
[Color figure can be viewed at
wileyonlinelibrary.com]

http://wileyonlinelibrary.com
http://wileyonlinelibrary.com
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F I G U R E 5 Vorticity and stream-function absolute differences in skew cavity with 𝛿 = 30◦ at Ra = 106 and 𝜀 = 0.3, (A, B), LMS and
Gay–Lussac-type approximations, (C,D) LMS and Boussinesq approximations. “⊕” and “⊗” signs identify the point of the minimum
stream-function under the LMS and incompressible approaches, respectively. In (A, C) solid and dashed lines show stream-functions under
the LMS and incompressible approximations, respectively, while in (B, D) solid and dashed lines show vorticity fields under the LMS and
incompressible approximations, respectively [Color figure can be viewed at wileyonlinelibrary.com]

F I G U R E 6 Vorticity and stream-function absolute differences in skew cavity with 𝛿 = 150◦ at Ra = 106 and 𝜀 = 0.3, (A, B) LMS and
Gay–Lussac-type approximations, (C, D) LMS and Boussinesq approximations. “⊕” and “⊗” signs identify the point of the minimum
stream-function under the LMS and incompressible approaches, respectively. In (A, C) solid and dashed lines show stream-functions under
the LMS and incompressible approximations, respectively, while in (B, D) solid and dashed lines show vorticity fields under the LMS and
incompressible approximations, respectively [Color figure can be viewed at wileyonlinelibrary.com]

In mentioned figures, large values of the vorticity absolute differences are mainly elongated adjacent to the isotherm
walls where flow accelerates due to buoyancy force. For square and left skewed cavities, large values of vorticity absolute
differences are also observed when accelerated rotating flow reaches to horizontal adiabatic surface.

A comparison of the temperature and velocity magnitude differences in the square cavity during transient solution is
performed in Figures 7 and 8, respectively. Results of comparing transient temperature fields indicate that the Boussinesq
approximation shows more deviation at the initial time of the transient solution but as the time goes on, this difference
becomes less noticeable. In addition, results of the transient absolute temperature difference fields indicate that the two
main cores of the temperature differences in Figure 3(B),(E) are first generated across the frontiers progressing hot and
cold temperatures at the top-left and bottom right regions and then circulated in the flow direction. Comparing the val-
ues of |ΔΘ| in steady (Figure 3) and transient (Figure 7) states reveals the absolute temperature difference between the
compressible and incompressible approaches is larger in transient state compared to the steady-state solution. Comparing
velocity magnitude during transient solution in Figure 8 shows a negligible difference between the Gay–Lussac type and
the Boussinesq approximations against the LMS approximation. Results of the transient velocity magnitude difference

http://wileyonlinelibrary.com
http://wileyonlinelibrary.com
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F I G U R E 7 Absolute
temperature difference field at
different time as stated between,
(A–C) The Gay–Lussac-type and
LMS approximations, (D–F) The
Boussinesq and LMS
approximations. Solid and
dashed lines show isotherms
lines under the LMS and
incompressible approximations,
respectively [Color figure can be
viewed at
wileyonlinelibrary.com]

F I G U R E 8 Absolute
velocity magnitude difference at
different time as stated between,
(A–C) The Gay–Lussac-type and
LMS approximations, (D–F) The
Boussinesq and LMS
approximations. Solid and
dashed lines show isotherms
lines under the LMS and
incompressible approximations,
respectively [Color figure can be
viewed at
wileyonlinelibrary.com]

indicate at the initial time of the solution (Figure 8(A),(D)), the difference mainly occurs in the regions close to the ver-
tical walls affected by the buoyancy forces, but as the temperature field evolves toward the steady-state solution, the
propagated velocity magnitude differences (Figure 8(B),(D)), concentrate mainly at the bottom-right and top-left corners
(Figure 8(C),(F)).

4.1 Local Nusselt number

The local Nusselt number distribution along the isothermal walls under the different approximations are plotted in
Figure 9 at Ra = 106, Pr = 0.71, and 𝜀 = 0.3 for different geometries. As seen, the local Nusselt number distributions
versus surface length is reversal for two isothermal walls. This may be attributed to the increasing and decreasing ther-
mal boundary layer thickness along the isothermal walls in flow direction for the left and right walls, respectively. For

http://wileyonlinelibrary.com
http://wileyonlinelibrary.com
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F I G U R E 9 Local Nusselt
number distribution along the
isothermal walls at Ra = 106,
Pr = 0.71, and 𝜀 = 0.3 in square and
skew cavities with 𝛿 values as stated,
(A) 𝛿 = 30◦ , (B) 𝛿 = 45◦ , (C) 𝛿 = 90◦ ,
(D) 𝛿 = 135◦and (E) 𝛿 = 150◦ [Color
figure can be viewed at
wileyonlinelibrary.com]

the square cavity, there is a monotonic distribution of the local Nusselt number with a local optimum at bottom-left and
top-right corners but for the right skewed cavity (𝛿 = 30◦ and 45◦) this changes to a sharp oscillating behavior having
smaller local Nusselt number with an optimum location at the middle height of the isothermal walls. For the left skewed
cavity (𝛿 = 135◦ and 150◦), there is a decreasing and increasing distribution of the local Nusselt number with no opti-
mum location. Indeed, local Nusselt number distribution in the left-skewed cavity mimics behavior of natural convection
along a vertical plate in free space. Comparing local Nusselt number distributions along the isothermal walls show a
clear mismatch between incompressible and compressible approximations with slightly closer results to the compressible
approach for the Gay–Lussac approximation. For the square and right skew cavities, the mismatch is more visible around
the optimum location of the local Nusselt number distributions but for the left skewed cavity, the mismatch mostly occurs
at the top-left and bottom-right regions. Since the difference of the local Nusselt number distributions becomes smaller
by decreasing the relative temperature difference, results for the lower values of this parameter are not presented for the
sake of brevity.

http://wileyonlinelibrary.com
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F I G U R E 10 A plot of average
Nusselt number against Rayleigh
number at Pr = 0.71 and 𝜀 = 0.3 in
square and skew cavities with 𝛿 values as
stated, (A) Average Nusselt number for
different skewness angles under the LMS
approximation, (B) Absolute average
Nusselt number differences between the
Gay–Lussac and LMS approximations,
(C) Absolute average Nusselt number
differences between the Boussinesq and
LMS approximations [Color figure can
be viewed at wileyonlinelibrary.com]

4.2 Average Nusselt number

The variations of the average Nusselt number across 101 ≤Ra≤ 106 is studied at the highest relative temperature differ-
ence in this study (𝜀 = 0.3) under the different approximations in Figure 10. Average Nusselt number under the LMS
approximation for different geometries (𝛿 = 30◦ , 45◦ , 90◦ , 135◦ , and 150◦) is plotted in Figure 10(A). As expected, the
average Nusselt number augments by increasing the Rayleigh number. Since the values of the average Nusselt number
under the different approximations are so close together, the absolute average Nusselt number differences between the
LMS and two incompressible approximations are plotted in Figure 10(B),(C). Negligible differences between the average
Nusselt numbers of compressible and incompressible approximations stems from opposite behavior of the local Nus-
selt number distributions. For instance, in square cavity problem (Figure 9(C)), the approximation that has a lower local
Nusselt number distribution along 0≤ S≤ 0.5 has a larger value at 0.5≤ S≤ 1 and vice versa. This nullifies the difference
of the local Nusselt number distribution and gives a small difference of the average Nusselt number for compressible
and incompressible approaches. However, the total differences of the average Nusselt number for both incompressible
approximations increases by increasing the Rayleigh number, but it never exceeds 10−1 in considered range of 𝜀 and Ra in
this study. The small difference of the average Nusselt number between the Boussinesq and Gay–Lussac approximations
comes from close results of the local Nusselt number distribution for this two approaches as they are almost attached
together up to 𝜀 = 0.3 in all presented local Nusselt number distribution in Figure 9. Finally, comparing the average
Nusselt number slope versus the Rayleigh number in Figure 10(A) reveals that, skewing cavity decreases the total rate
heat transfer. Reduction of the average Nusselt number is more sensible for the right-skewed cavity compared to the left
one.

http://wileyonlinelibrary.com
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F I G U R E 11 A plot of total
entropy generation due to heat transfer
(SΘ, tot) and fluid friction (S𝜓 , tot) against
the Rayleigh number at Pr = 0.71 and
ε = 0.3, (A) SΘ, tot under the LMS
approximation at three different angles,
(B) S𝜓 , tot under the LMS approximation
at three different angles, (C) Absolute
difference of SΘ, tot between the
Gay–Lussac and LMS approximations,
(D) Absolute difference of S𝜓 , tot

between the Gay–Lussac and LMS
approximations, (E) Absolute difference
of SΘ, tot between the Boussinesq and
LMS approximations, (F) Absolute
difference of the S𝜓 , tot between the
Boussinesq and LMS approximations
[Color figure can be viewed at
wileyonlinelibrary.com]

4.3 Entropy generation

Total entropy generation due to heat transfer (SΘ, tot) and fluid friction (S𝜓 , tot) is investigated over 101 ≤Ra≤ 106 at 𝜀= 0.3
for three different geometries (square cavity and skew cavity with 𝛿 = 30◦ and 𝛿 = 150◦) in Figure 11. Similar to previ-
ous section, results are plotted for the LMS approximation as reference solution in Figure 11(A),(B) and the difference of
compressible and incompressible approximations are plotted in Figure 11(C)–(F). Comparing results in Figure 11(A), (B)
indicate that, the growth rate of S𝜓 , tot is much faster than SΘ, tot. Indeed, the magnitude of SΘ, tot for Ra≤ 103 is at least
two order larger than S𝜓 , tot. This means for all geometries at least up to Ra = 103, most of the irreversibility is due to
heat transfer. For Ra≥ 104 the growth rate of SΘ, tot versus Rayleigh number remains almost constant (linear growth rate)
while S𝜓 , tot shows an exponential growth rate. Larger magnitude of S𝜓 , tot compared to the SΘ, tot for Ra≥ 104 indicates
that most of the irreversibilities at this range of the Rayleigh number is due to fluid friction. Comparing heat transfer
and fluid friction irreversibilities of the compressible and incompressible approaches shows a negligible difference for
SΘ, tot for both incompressible approximations in Figure 11(C), (E) across the investigated range of the Rayleigh num-
ber while a clear mismatch is observable for S𝜓 , tot at Ra≥ 105 in Figure 11(D), (F). This mismatch may be attributed

http://wileyonlinelibrary.com
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F I G U R E 12 A plot of average Bejan number against Rayleigh number at 𝜀 = 0.3 in different geometries, (A) Right skew cavity
(𝛿 = 30◦ ), (B) Square cavity, (C) Left skew cavity (𝛿 = 150◦ ) [Color figure can be viewed at wileyonlinelibrary.com]

to the divergence free flow field of incompressible approximation, which removes the last term of Equation (18). The
difference of SΘ, tot and S𝜓 , tot between the Boussinesq and Gay–Lussac-type approximations is also negligible in investi-
gated range of Ra and 𝜀. Finally, obtained results for SΘ, tot in different geometries plotted in Figures 11(A) show almost
a similar trend for square and skew cavities with a sooner start of SΘ, tot growth versus Ra in square cavity. Results
of S𝜓 , tot in Figures 11(B) indicates skewing cavity causes delay to start of the exponential growth rate of this parame-
ter, which is in agreement with later start of Nuave growth versus Ra for skew cavity compared to the square cavity in
Figure 10.

Variations of the average Bejan number is investigated over 101 ≤Ra≤ 106 at 𝜀 = 0.3 for three different geometries
in Figure 12. As seen, by increasing the Rayleigh number, the average Bejan number is decreased. This is because by
increasing the Rayleigh number, thermal convection increasingly becomes the dominant mechanism driving the flow.
The interesting feature of the average Bejan number is its transition to a value lower than 0.5 which indicates transition
of dominant heat transfer mechanism from conduction to convection. Obtained average Bejan number in square cavity
(Figure 12(B)) at Ra= 104 under the LMS approximation shows a value less than 0.5, while incompressible approximations
are showing values larger than 0.5 which means when temperature differences are large enough, the real heat transfer
mechanism is convection dominated while incompressible approaches are approximating that as a conduction dominated
regime. For skew cavities, this is occurring at higher Rayleigh number. In other words, incompressible approaches show
a delay in predicting convection dominated regime at large temperature differences as the difference of the average Bejan
number under different approximations becomes less in high Rayleigh numbers. As seen in Figure 12, Beave values versus
Ra, start to deviate between compressible and incompressible approaches at Ra = 103 for all geometries. Finally, similar to
the average Nusselt number, both incompressible approximations are showing almost identical results for average Bejan
number across investigated ranges of 𝜀 and Ra.

4.4 Coefficient friction

Local coefficient friction along the isothermal walls is investigated for square and skew cavities (𝛿 = 30◦and 150◦) at
Ra = 106, 𝜀 = 0.15 and 𝜀 = 0.3 under different approximations in Figure 13. Results are showing a considerable mis-
match between the weakly compressible approach and incompressible approximations. A comparison among Cf results
at 𝜀 = 0.15 (Figure 13(A), (C), and (E)) and 𝜀 = 0.3 (Figure 13(B), (D) and (F)) reveals that this discrepancy augments by
increasing the relative temperature differences. Indeed, by increasing the relative temperature difference, incompress-
ible approximations show more deviations from the compressible approach. Presented results in Figure 13 indicate that
extending the density variations to the advection term does not impose a significant impact on the local coefficient fric-
tion as Cf results of incompressible approximations are attached together in most of the regions. For the square cavity
(Figure 13(C), (D)), the Gay–Lussac-type approximation is predicting slightly more accurate distribution of Cf with a visi-
ble difference around the maximum location of this parameter along the right wall at around S≅ 0.3 while the Boussinesq

http://wileyonlinelibrary.com
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F I G U R E 13 Local coefficient
friction distributions along the isotherm
walls at Ra = 106, 𝜀 = 0.15, and 𝜀 = 0.3 as
stated, (A, B) Square cavity, (C, D) Right
skew cavity (𝛿 = 30◦ ), (E, F) Left skew
cavity (𝛿 = 150◦ ) [Color figure can be
viewed at wileyonlinelibrary.com]

approximation is showing slightly more accurate distribution of Cf around the maximum location of this parameter along
the left wall at around S≅ 0.7. This scenario is also valid for both of the right (Figure 13(A),(B)) and left (Figure 13(E),(F))
skew cavities with different locations of maximum differences.

Local coefficient friction along the horizontal adiabatic walls is also plotted for mentioned geometries at Ra = 106,
𝜀 = 0.15 and 𝜀 = 0.3 under different approximations in Figure 14. XT and XB in Figure 14(C)–(F) refer to the top and
bottom horizontal adiabatic walls of the skew cavity, respectively. Presented results in Figure 14 show more deviation
between the Boussinesq and Gay–Lussac-type approximations both deviating from the weakly compressible approach.
In square cavity (Figure 14(C) and (D)), Gay–Lussac-type approximation is giving more accurate Cf results along the bot-
tom wall at around X ≅ 0.85 while the Boussinesq approximation is giving closer results to LMS approximation along
the top wall at around X ≅ 0.2. In rest of the regions, Cf results of the Boussinesq approximation lays between LMS and
Gay-Lussac type approximations which means it is working better than the Gay–Lussac-type approximation in this part.
This behavior is more clear at 𝜀 = 0.3 compared to the 𝜀 = 0.15. Cf results of incompressible approaches for right skew
cavity with 𝛿 = 30◦ (Figure 14(A),(B)) do not show much difference at 𝜀 = 0.15 but superior prediction of the Gay-Lussac

http://wileyonlinelibrary.com


MAYELI and SHEARD 19

F I G U R E 14 Local coefficient
friction distributions along the
horizontal adiabatic walls at Ra = 106,
𝜀 = 0.15, and 𝜀 = 0.3, (A, B), Square
cavity, (C, D), Right skew cavity
(𝛿 = 30◦ ), (E, F), Left skew cavity
(𝛿 = 150◦ ) [Color figure can be viewed at
wileyonlinelibrary.com]

type approximation in predicting maximum Cf at down-right region is clear. By increasing the relative temperature
difference to 0.3, the difference of incompressible approximations becomes clear. Similar to the square cavity, Cf results
of the Boussinesq approximation lays between two other approaches along the bottom wall but still superior prediction
of Cf along the bottom wall at around XB ≅ 0.95 is valid. Increasing the relative temperature difference to 0.3 pushes
the Cf results of the Gay-Lussac type approximation between two other approaches along the top wall in this geome-
try. Finally, for the left skew cavity with 𝛿 = 150◦ (Figure 14(E),(F)), the difference of the Cf results along the horizontal
adiabatic walls is clear between incompressible approximations for both of 𝜀 = 0.15 and 0.3. In this geometry, predicted
Cf results along the top wall by the Gay-Lussac type approximations is more accurate up to XT ≅ 0.4 while after that
Boussinesq approximation is showing closer results to the LMS approximation. In addition, predicted Cf results along the
bottom wall by the Gay-Lussac type approximations is more accurate up to XB ≅ 0.2 while after that Boussinesq approxi-
mation is working better up to XB ≅ 0.6 where the Gay–Lussac-type approximation recovers its greater performance after
that up to XB ≅ 0.65. For XB > 0.65, Cf values of incompressible approximations are attached and they show almost no
difference.
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4.5 Computational cost and convergence rate analysis

In this section, the advantage of solving equation in secondary variables form is discussed in the context of
the computational cost and convergence rate. Whole of the numerical solution procedure using second-order
Adams–Bashforth/Crank–Nicolson temporal scheme may be summarized in five successive steps through
Equations (29)–(33) that is explained in brief in Section 3:

𝜓n+1 = −[D]−1 × 𝜔n. (34)

𝜔∗ = 𝜔n + Δt

⎛⎜⎜⎜⎜⎝
−3

2
(1 − 2𝜀Θn)N(𝜔n)

⏟⏟⏟
Central
Upwind

+ 1
2
(1 − 2𝜀Θn−1)N(𝜔n−1)

⏟⏞⏟⏞⏟
Central
Upwind

+ (Pr ∕2)D(𝜔n)
⏟⏟⏟

Central

+ Ra.Pr .(𝜕𝛩∕𝜕X)n

⎞⎟⎟⎟⎟⎠
. (35)

𝜔n+1 = −[(Pr ∕2)D − (1∕Δt)I]−1 × (1∕Δt)𝜔∗. (36)

Θ∗ = Θn + Δt
⎛⎜⎜⎜⎝−

3
2

N(Θn)
⏟⏟⏟

Central∕Upwind

+ 1
2

N(Θn−1)
⏟⏞⏟⏞⏟

Central∕Upwind

+ 1
2

D(Θn)
⏟⏟⏟

Central

⎞⎟⎟⎟⎠ . (37)

Θn+1 = −[(1∕2)D − (1∕Δt)I]−1 × (1∕Δt)Θ∗ (38)

These equations regarding boundary conditions are solved in a loop until the maximum difference of scalar variables sat-
isfy stop criteria which is defined in Section 3 as 10−7. Among three equations in the secondary variables form, the stream
function equation is the only linear equation (Poisson equation) which its solution in each iteration is straightforward. To
make the solution procedure as fast as possible, inverse matrix of Laplacian operator ([D]−1) with a zero Dirichlet bound-
ary condition for stream-function along the walls of the cavity is constructed by CVFEM solver and it is multiplied by
the vorticity vector in each iteration to update stream function field. For two other nonlinear equations, that is, vorticity
and energy equations, two possible scenarios are considered in which, the nonlinear advection and convection terms are
discretized via upwind or central schemes. This is a benefit of solving governing equations in secondary variables form
to approximate the nonlinear terms in vorticity and energy equations by central scheme even for convection-dominated
regimes. In other words, applying central scheme for primitive variables at convection-advection dominated regimes
will lead to diverging solution procedure. The diffusion terms due to their elliptical nature are discretized using central
scheme. In addition, temperature prefactor, that is, (1− 2𝜀Θ) and source term of vorticity equation (which are shown by
an overbar) are lagged from the current and last update of the temperature fields. Similar to the stream function equation,
an inverse Laplacian matrix is constructed for correction steps of the vorticity and energy equations, that is, Equations (31)
and (33) to accelerate the solution procedure.

For comparison purposes, required computational time and convergence rate is shown in Figure 15 for square cavity
at Ra = 102 and 𝜀 = 0.3 for a mesh file having 10 k elements. This Rayleigh number lays in conduction dominated regime
and it is possible to apply both upwind and central schemes for nonlinear terms of the governing equations in primi-
tive variables. Another reason to pick this low Rayleigh number is obtaining the minimum computational time due to
applying different approaches since required iterations (and consequently computational time) is increased by increas-
ing the Rayleigh number. CPU-time of submitted jobs for all cases are measured by Monash University super-computer
facilities (MonARCH). Obtained CPU-time show a 8.5% less and a 3.4% more computational cost for central and
second-order-upwind schemes, respectively, when governing equations are solved via secondary variables rather than
primitive variables. It should be noted that two momentum equations in secondary variable form are merged to one vor-
ticity equation. In other words, in secondary variables form, one less equation is solved. As mentioned earlier, this is the
minimum difference as required iterations and consequently computational time increases at higher Rayleigh numbers.
In Figure 15(A), required CPU-time for upwind scheme is considerably more than central scheme. This is due to higher
computational cost of determining flow direction and nodes located at upstream to approximate fluxes at each integra-
tion point. Presented data in Figure 15(A) suggests that upwind scheme is not suitable/recommended for the numerical
solution of the governing equations in secondary variables form.

Convergence rates of the different schemes are compared in Figures 15(B)–(F) for different schemes in both secondary
and primitive variables. Obtained results indicate that primitive variables in both cases (upwind and central schemes)
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F I G U R E 15 Computational cost
and convergence rate of the
computations for square cavity at
Ra = 102 and 𝜀 = 0.3 using primitive and
secondary variables, (A) CPU-time, (B)
convergence rate of the secondary
variables; central scheme, (C)
convergence rate of the primitive
variables; central scheme, (D)
convergence rate of secondary variables;
second-order upwind, (E) convergence
rate of the primitive variables;
second-order upwind. For all cases, a
global time-step of 10−6 (dt = 10−6) is
used for calculations [Color figure can
be viewed at wileyonlinelibrary.com]

have faster convergence rate but lower computational cost of secondary variables causes the solution procedure to be
finalized before than primitive variables.

5 CONCLUSION

In this paper, a new secondary-variable formulation for natural convection is applied to the square and skew cavity bench-
mark problems up to Ra = 106 and 𝜀= 0.3 at Pr = 6.14. The formulation is derived based on considering density variations
in the advection term of the momentum equations in addition to the gravity term, offering an improved description of
convection in rapidly rotating regions of the flow. A Froude number proportional to the relative temperature difference
is derived describing the deviation from the Boussinesq approximation. It is also shown that the Gay–Lussac parameter
(also relating to deviation from the Boussinesq approximation) may be expressed by an equivalent relative temperature
difference. Comparing stream-function fields for a physically meaningful range of the relative temperature difference
versus both a weakly compressible approach and the Boussinesq approximation indicates that the new formulation gives
consistent and slightly superior flow-related data. Results obtained for local Nusselt number distribution from the pro-
posed formulation shows that the Gay–Lussac-type approximations still require modifications to yield accurate results
comparable to the compressible approach. However, for considered problems in this study, a reversal of the local Nusselt
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number distributions along the two isothermal walls nullifies the mismatch of the average Nusselt number between the
compressible and incompressible solutions. An entropy generation analysis indicates that both of the Boussinesq and
Gay–Lussac-type approximations show a considerable mismatch of Bejan number at middle Rayleigh number and high
relative temperature differences. However, this mismatch becomes less at high Rayleigh numbers. Comparing coefficient
friction results of the weakly compressible and incompressible approximations at high-relative temperature differences
indicate that extending the density variations to the advection terms does not significantly increase the quality of flow
field in all regions compared to the Boussinesq approximation. Finally, a computational cost analysis indicates that prim-
itive variables have faster convergence rate but applying a central scheme for nonlinear terms and one less equation in
the secondary variable form leads to the less computational cost.
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NOMENCLATURE
B buoyancy term
Beave average Bejan number
cf skin friction coefficient
D diffusion operator
eg unit vector in gravity direction
Fr Froude number
g gravitational acceleration
Ga Gay–Lussac number (𝛽Δ𝜃)
Lref reference length
Nuave average Nusselt number
Nuloc local Nusselt number
p pressure
p* modified pressure
P dimensionless pressure
Pth thermodynamic pressure
Pr Prandtl number
R ideal gas constant
Ra Rayleigh number
S surface
SΘ entropy generation due to heat transfer
S𝜓 entropy generation due to fluid friction
T temperature
x coordinate vector
X dimensionless coordinate vector
u velocity vector
U dimensionless velocity vector
𝛼 thermal diffusivity
𝛽 isobaric expansion coefficient
𝛿 angle of skew cavity
𝜀 relative temperature difference
𝜃 physical temperature
Θ dimensionless temperature
𝜇 dynamic viscosity
𝜈 kinematic viscosity
𝜌 density
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𝜌0 reference density
𝜏w wall shear stress
𝜙 gravitational potential
𝜒 irreversibility distribution ratio
𝜓 stream-function
𝜔 vorticity

SUBSCRIPT
ave average
c cool
h hot
loc local
ref reference
tot total

SUPERSCRIPT
n current time-step
n− 1 previous time-step
− refers to a lagged value
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