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Abstract

This study investigates the effects of the application of various
boundary conditions on the dynamics of flows within a rotat-
ing convection cell forced through a single differentially heated
boundary. Several rotating horizontal convection flows were
computed in a cylindrical enclosure, varying the boundary con-
ditions applied on the base and lid of the container. Despite
the flows still being in adjustment, significantly higher instanta-
neous Nusselt numbers are acquired when the thermally forced
boundary is co-located with a stress-free boundary. The same
cases also result in flows with higher kinetic energies and eddy
activity. This possibly increases the rate of mixing in such a
system. The fully confined non-slip container instead showed
the lowest activity, and so caution must be exercised when ex-
trapolating experimental data to oceanic scales when using such
a setup.

Keywords
rotating flows; natural convection; ocean circulation.

Introduction

The global overturning circulation of the ocean is crucial in its
role in the transport of scalars such as heat, salt and bionutrients,
and acts to regulate the global climate [4, 29]. While wind stress
on the ocean is widely accepted to be the primary driver of the
circulation, the role of surface buoyancy forcing remains in con-
tention. Works by [16] amongst others (see review by [9]) have
shown that horizontal convection, a class of flows driven by the
application of non-uniform buoyancy forcing through a single
surface, captures the essential components of the circulation
such as the formation of a strong thermal boundary layer akin
to the thermocline, the intense sidewall plume representative of
sinking regions and deepwater formation, and the weak return
flow similar to the slow upwelling observed in the oceans. The
debate revolves around the ability of flows in horizontal convec-
tion to become turbulent as this is crucial in mixing and trans-
port processes of the oceans, often citing the ‘anti-turbulence
theorem’ by [11]. Experiments by [27] and [28] have also ar-
gued that horizontal convection produces negligible levels of
mixing compared to those observed in the oceans after extrap-
olating their data from laboratory to oceanic scales. Numerous
studies have since argued otherwise that flows in horizontal con-
vection can indeed be turbulent and produce significant levels of
mixing in the oceans [5, 17, 21], but uptake on the concept is
still generally slow.

Including rotation into this setup permits a baroclinic mecha-
nism [1, 12], which contributes strongly to oceanic transport.
There is, however, a large degree of variability in the setup of
the experiments investigating the same problem. The setup em-
ployed in [24, 26] was a fully enclosed container with thermal
forcing applied at the base, emulating an ‘upside down’ ocean
following [12] and the non-rotating setup by [5]. [25] used
an identical setup, but also reported that stress-free zonal side-
walls produce similar results to the non-slip. [18, 30] utilised
a free-surface lid and is thermally forced at the base to emu-
late a laboratory-realisable setup. [19, 20] used ocean-relevant

boundaries by thermally forcing the stress-free upper surface.

Several recent papers on the non-rotating setup [13, 14, 15]
found notable differences in the heat transport properties of the
flow depending on the boundary conditions applied, although
the bulk dynamics of the flow remained similar. Underlying
symmetries in the non-rotating setup make them more forgiv-
ing to such boundary condition permutations, but such symme-
tries are broken with rotation. To the best of our knowledge, the
effects of such variations in the setup have yet to be methodi-
cally examined for rotating horizontal convection, thus motivat-
ing this study.

Methodology

The basic setup used in this study revolves around a water
filled cylindrical enclosure of height-to-radius aspect ratio AR=
H/R = 0.4 that is rotated about its axis at an angular velocity
of Ω. In all cases, the cylinder side-wall is non-slip and adia-
batic. The cylinder lid and base are prescribed permutations of
both non-slip and stress-free boundaries, and buoyancy is forced
through either the lid or the base of the container with a linear
radially increasing function of temperature, the opposite bound-
ary remaining adiabatic. These cases are summarised in table 1.
For brevity, the boundary where thermal forcing is applied is
denoted as S.

Case Boundary Condition
1 base (S) no-slip, thermally forced,

lid no-slip, adiabatic,
2 base no-slip, adiabatic,

lid (S) no-slip, thermally forced,
3 base (S) no-slip, thermally forced,

lid stress-free, adiabatic,
4 base no-slip, adiabatic,

lid (S) stress-free, thermally forced,
5 base (S) stress-free, thermally forced,

lid stress-free, adiabatic.

Table 1. Summary of the boundary conditions considered.

This flow is computed in an inertial frame and imposes rotation
through moving solid surfaces. The governing equations are
non-dimensionalised using the container radius R for lengths,
1/Ω for time, RΩ for velocities, ρR2Ω2 for pressure, and the
difference in the thermal forcing imposed (∆T = Thot− Tcold)
for temperatures. The non-dimensional governing equations for
a Boussinesq fluid with a linear equation of state thus take the
form:
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where uuu(z,r,θ) is the velocity in cylindrical coordinates, p is the



pressure modified to include the gravitational potential, T is the
nondimensional temperature, the Rayleigh, Prandtl and Ekman
numbers are Ra = gα∆T R3/νκ, Pr = ν/κ, and E = ν/R2Ω, re-
spectively (α, ν, and κ being the thermal expansion coefficient,
viscosity, and thermal diffusivity of the fluid, respectively), and
rotation here has been parameterised through Q which relates
the thickness of the thermal boundary layer δθ to that of the
viscous Ekman layer δE as Q = 2(δθ/δE)

2 = 2/(ERa2/5), as-
suming that the thermal and viscous boundary layer thicknesses
scale by δθ ∼ Ra−1/5 and δE ∼ E1/2 [6, 16]. All cases reported
here are for Pr = 6.14, Ra= 1×109 and Q= 10 (E ≈ 5×10−5),
the latter being chosen such that the flows lie within the ‘mod-
erate’ to ‘strong rotation’ regime described by [8], and where
[18] have shown that their linear instability mode possesses a
baroclinic origin.

These equations are discretised using a nodal spectral-element
method in the meridional semi-plane coupled with a Fourier ex-
pansion in the azimuth [3], and are evolved forward in time us-
ing a third-order multi-step scheme based on backwards differ-
entiation [10]. The Fourier basis functions used in the discreti-
sation of variables in the azimuth naturally impose a periodic
boundary, thus completing the cylinder. An in-house solver is
used, which has been implemented and validated across various
problems, some of which can be found in [18, 22, 23]. Over-
all, the meridional semi-plane possesses 1274 spectral elements
each utilising an 8th-order Lagrangian polynomial interpolant,
and either 96 or 192 azimuthal Fourier modes. The initial states
used for these computations were their respective axisymmetric
solutions which have been evolved to an asymptotic envelope,
and were perturbed by white noise to facilitate instability.

Some preliminary results

The remainder of this paper will present some preliminary re-
sults to demonstrate the extent to which the different surface
boundary conditions affect the asymptotic states of the flow.
We emphasize first that some of the results presented are still
in transient adjustment and have yet to equilibrate, but are well
past the point where strong nonlinearities have set in (figure 1).
Specifically, case 1 is statistically stationary while cases 2–5 are
not. The long adjustment times of the flows in horizontal con-
vection are well known [7], some of the present cases having
been in computation for several months.

As a starting point, the differences between the thermal fields
of the various boundary condition combinations on the axisym-
metric flow are first elucidated in figure 2. These axisymmetric
solutions with an azimuthally uniform velocity field are notice-
ably different, particularly in regions where the thermal plume
driving the overturning circulation forms. Case 1 is the only
case that was observed to develop a strong thermal bound-
ary layer reminiscent of the ocean’s thermocline, while case 2
shows a similar but weaker thermal layer. These result in larger
thermal fluxes through the forcing boundary S, which explains
the larger values at initialisation in figure 1. The remaining
cases show an outcropping of the isotherms through the bound-
ary opposite to S, and along with consideration of their available
potential energies, indicate that they can be baroclinically unsta-
ble. As shown in [1] and [18], one can increase the likelihood
of inciting baroclinic instability by increasing the system’s ro-
tation. The thermal fields of case 1 and case 3 in figure 2 in
particular resemble those for Q = 1 and Q = 10 from figure 2
of [18] (identical setup to case 3 here), leading one to antici-
pate that case 1 with the solid surface boundaries might require
at least a 10-fold or order-of-magnitude increase in the rotation
rate to achieve a similar susceptibility to baroclinicity.

For the three-dimensional flows, the initially perturbed two-

Figure 1. (Top) Transient adjustment of the surface boundary flux along
S, and (bottom) the time-averaged Fourier energy spectra, where m is
the azimuthal wavenumber.

Figure 2. Temperature fields in the meriodional semi-plane of the ax-
isymmetric flow for the cases as labelled inset. The axes and colourmap
of cases 2,4 have been inverted for coherence with the remaining plots.

dimensional axisymmetric flows rapidly become unstable.
Cases 4 and 5, where the forcing boundary S is accompanied
by a free surface, show that linear growth is arrested in less
than half the time taken by cases 1 and 3 where S is applied
on a solid surface, indicating that instabilities grow more ag-
gressively when the forcing boundary is free-slip, regardless of
whether it is applied on the top or bottom of the domain. Case 2
has yet to evolve for a sufficient period of time, and so they are
not considered in this discussion.

Figure 1 shows how the surface thermal flux on S evolves over
time. The latency in the breakdown of linear growth for cases 1
and 3 described above can also be observed here. Most impor-
tantly, this figure demonstrates that surface fluxes on the forc-
ing boundary S are immensely stronger during the transient ad-
justment stage when they are applied on a stress-free boundary
(cases 4 and 5). The surface flux when the forcing boundary
is prescribed on a solid surface but with a stress-free boundary
on the opposing side (case 3) is also still much larger than that
where the confines are fully solid (case 1). Note here again,
however, that cases 3–5 have yet to equilibrate. The accompa-
nying plot of the mean Fourier energies within the flow shows
that most of the energy resides at lower wavenumbers in all
cases, and that Em ∼ m−3 after the spectral rolloff, increasing



Case 1 Case 3 Case 4 Case 5

Figure 3. Surface and center cross-section plots of the eddy z-vorticity (ζ
′
z), θ-vorticity (ζθ), and temperature fields (T ) from top to bottom, shown for

cases labelled in the column heading. The surface sections shown are at an axial distance of 0.0125H from S, and contour levels have been set over
ranges ζ

′
z = ζθ ∈ [−2,2] and T ∈ [0,1].

further at higher wavenumbers. This serves to validate our re-
sults with the similar spectral slope reported by [2]. It can also
be observed here that the magnitudes of the Fourier energies
are much higher in cases 4 and 5 (forcing boundary on a free-
surface) than in cases 1 and 3 (forcing boundary on a no-slip
solid surface), indicating much higher levels of eddy activity
(kinetic energy). This is elucidated through a series of flow vi-
sualisations presented in figure 3. The eddies of lengths of O(R)
in the surface z-vorticity for cases 4 and 5 along with the smaller
eddies that are shed from them in case 4 are known to be impor-
tant in the transport of scalars in the oceans [29]. In case 4, the
intense small-scale eddying features are shed from the fronts of
the larger eddies, and are biased towards the convergence zone
resulting in downwelling plumes, while in case 5 these eddies
develop at the periphery. While not explicitly calculated, one
speculates that the stronger eddying motions and convection
observed in the free-surface cases will lead to stronger mixing
rates, thus affecting the overall mixing efficiency of the system.

Conclusions

The choice of boundary conditions should always reflect the

physical setup being modelled, but in complex systems such as
the oceans, it is common to use idealised models or geometries
on which one can investigate its physics with academic rigour.
In such setups, combinations of both non-slip and stress-free
boundaries on the base and lid of the convection cell can almost
always be justified. The results in this paper, however, demon-
strates how free-surfaces or stress-free boundaries in the con-
vection cell increases the strength of convection and eddy ac-
tivity compared to the corresponding setup with no-slip bound-
aries. The results herein thus call for various studies to exercise
some degree of caution in extrapolating numerical or experi-
mental results to geophysically relevant scales depending on the
boundary conditions used in their setup.

Because of the focus on boundary condition effects in this study,
there are several limiting aspects of this investigation, espe-
cially considering the geophysical motivation. The flows in this
study are in an f -plane with a constant Coriolis acceleration,
neglecting the more complex β-plane effects associated with
latitude-dependence of Coriolis effects. Another crucial ingre-
dient omitted here is the inclusion of wind stresses which can
drive the circulation. Other factors such as the consideration of



stratification through salinity gradients, and the possibility of a
nonlinear equation of state were also excluded. This study has
also chosen to focus on a single Rayleigh number and rotation
rate to permit direct comparisons, and so the effects of Ra and
Q variations have yet to be explored in this context. It is unclear
whether these will significantly alter the results, and would form
the basis of further investigations in the future.
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